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Today's topics

1| Multimodal Model Madness
2 | Cracking Cancer con Context

3 | Futuristic figures + Follow-ups



https://docs.google.com/file/d/1QrO7VzNJArmKe0GxTEqLcDeUoIZ2hnFa/preview

What | assume about you:

- you're interested in research on novel transformer architectures and
training tasks

- you're curious about “real-world" applications of transformers, including
those beyond LLMs

- you're familiar with the basics of transformers and ML

- you are not familiar with cancer immunology, but think curing cancer
would be neat



What you should know about me

- background in computational
neuroscience, computer vision,
and visual cortex @ Stanford

- broadly interested in
understanding how complex
biological systems are
assembled, how they function,
and how they break
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https://docs.google.com/file/d/1EBHOqCUir6TsEaYdye1B0rjj-HgSdho1/preview

How the next 60 minutes are probably going to go

I'm going to try to convince you that 1) there's a lot
of very exciting and creative work to be done with
multimodal transformers, and 2) that cancer
biology is a fantastic place to do basic ML research

Ok and for bonus points: 3) that we're making
meaningful progress in understanding cancer
biology @ Noetik

Interruptions for clarifying questions strongly Tumo
encouraged, but please hold larger/philosophical
questions for the end
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A unifying goal in Al research is to build ‘world models'

Sensory Data /
Observations

Actions

Operational definition: a world model is a system that can simulate the
future state of the world conditioned on existing state and actions




The world is perceived in multiple modalities, and the best
agents will reason about all of them

Video
Camera }\
Microphone
ot it A
Query: What if | go stand
in the middle of that

Human Text circle?
“A chaotic and dangerous \ /

roundabout not far from here"



http://www.youtube.com/watch?v=EjxCJfLdzCY
http://www.youtube.com/watch?v=EjxCJfLdzCY

Multimodal learning refers to the fusion of, or translation between, different modalities

Video

Camera

Microphone

Human Text

“A chaotic and dangerous
roundabout not far from here"



http://www.youtube.com/watch?v=EjxCJfLdzCY
http://www.youtube.com/watch?v=EjxCJfLdzCY

Multimodality as translation

Modality A

e.g. images

Modality B

e.g. text

NOETIK



Multimodality as translation vs. disambiguation

Reality

NOETIK



Multimodality as translation

Emphasis on unified
representation of samples
across modalities: all of the
image content should reflect all
of the text content

Modality B
e.g. text

Modality A
e.g. images

NOETIK



Multimodality as disambiguation

There can be information in one

modality that does not exist in

the others, and we want to Reality
learn about the underlying

world by combining both.

NOETIK



Multimodality as disambiguation

Example: you approach a
building and see everybody
running out of it.

Scenario 1: you hear a fire
alarm going off inside

Scenario 2: you hear an
announcement behind you that
there's free boba for the first 10
students to claim it

NOETIK



How does multimodal learning actually work?

A brief and very incomplete tour of ideas:

1. Learning joint embedding spaces
2. Concatenation of inputs

3. Cross-attention

4. Concatenation of tokens

S5. Layernorm context



How does multimodal learning actually work?

A brief and very incomplete tour of ideas:

1. Learning joint embedding spaces (late fusion)
2. Concatenation of inputs (super-early fusion)

3. Cross-attention (mid-fusion?)

4. Concatenation of tokens (early-ish fusion?)

5. Layernorm context (early-ish fusion?)



Option 1: encourage similar embeddings from different modalities

(1) Contrastive pre-training

Pepper the

aussie pup | — Text

Encoder

Image
Encoder

CLIP: Radford et al., 2021

(2) Create dataset classifier from label text

a

A photo of

Text

—>

Encoder

(8) Use for zero-shot prediction

Image

— 1
Encoder ]

|

A photo of
a




Option 1: encourage similar embeddings from different modalities

u q 9 ))) Naturally Aligned IMAGEBIND

Emergent Alignment

Images Videos Text A ) = IMU

(=)

Web Image-Text B Depth Sensor Data @ Web Videos o) Thermal Data

ImageBind: Girdhar et al., 2023
All encoders are transformers

Spiritually similar to CLIP, but with
many contrastive pairs

Church Bells

® = ) | L= 1)) Dog barking () Sea waves {)Keyboard typing ) Clock alarm

Thunderstorm

Figure 4. Embedding space arithmetic where we add image Flgl.ll‘e 5. 9bject detectlo‘n WIﬂ’l audio q.uerles.. Slmp ly I'CP lacmg
and audio embeddings, and use them for image retrieval. The Detic [86]’s CLIP-based ‘class embeddlngs with our audio em-

composed embeddings naturally capture semantics from different beddings leads to an object detector promptable with audio. This

modalities. Embeddings from an image of fruits + the sound of . traini £ del
birds retrieves images of birds surrounded by fruits. requires no re-traming ol any model.




Option 2: concatenate inputs directly

RGB (3-D) Depth (1-D)
e Not very common
e Requires that modalities have

some shared dimensions (e.g.
spatial dims)

e Sort of “extremely early” fusion

RGB-D dataset:
https://rgbd-dataset.cs.washington.edu/



Option 3: cross-attention

Luetal., 2019

[huol hvl: Y h-uT ]

Wo wy Wy W3 W, Wr

ECL.S> Man shopping for fruit  <SEP>), rpeq [hwo.hwp'“.hwrj

Figure 1: Our ViLBERT model consists of two parallel streams for visual (green) and linguistic
(purple) processing that interact through novel co-attentional transformer layers. This structure allows
for variable depths for each modality and enables sparse interaction through co-attention. Dashed
boxes with multiplier subscripts denote repeated blocks of layers.

(b) Our co-attention transformer layer

MUIT: Tsai et al., 2019

Block i
B—=a)

1Qu 1K 1

LayerNorm

Modality o Modality 8

(a) Crossmodal attention CMg_,o(Xa, Xg) between sequences Xo, X3 (b) A crossmodal transformer is a deep stack-
from distinct modalities. ing of several crossmodal attention blocks.

Figure 3: Architectural elements of a crossmodal transformer between two time-series from modality ¢ and 3.




Reminder: single-modality self-attention

X
(B, N, D)




Reminder: single-modality self-attention
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Reminder: single-modality multi-head self-attention

____________________________________________________

SDPA
7 =N = i .
N Q R ' head_dim = D / H
0] normed i
| (B, N, D/ H) ' # scale q by sqrt(dim)
— R H)‘) 'q = q * sqrt(head_dim)
X (7 N (7 N |
K Knormed / 1 # compute token-to-token attn
(B, N, D) {| (B N, D/ H) / iattn = q @ k.transpose(-2, -1)
BN D )/ tattn = attn.softmax(dim=-1)
V # scale values v by attn
(B, N, D / H) ; ' return attn @ v
linear  \\ [ boooTIITITITTTTTTT
—_—>

~> proj | dropout
norm :




Cross-attention: queries from one stream, keys/values from the other

/ 0] Qnormed
X (B, N, D / H)
(B, N, D) (B, N, D / H)
7 > (( ™
K Knormed
(B, N, D / H)
¢ (B, N, D / H)
% f >
(B, N, D) \V
(B, N, D / H)
linear
—_— ! :

SDPA h> proj | dropout




Option 4: add modality information as a bonus/CLS token

Vision Transformer (ViT) Transformer Encoder

MLP
Head

VIT: Dosovitskiy et al., 2021

I'll show an example of
drtorer Eacder how this might work for

[ an input (instead of
e mbeddig > l @T] @5 i-H discrete label) later — for
‘ECE:‘:;‘]‘?::L";‘L‘EH me Projection of Fldttened Patches now just imagine you
have some other NN

‘ encoder pushing input
Embedded .
from another modality

into a single token

Figure 1: Model overview. We split an image into fixed-size patches, linearly embed each of them,
add position ¢mbeddings, and feed the resulting sequence of vectors to a standard Transformer
encoder. In order to perform classification, we use the standard approach of adding an extra learnable
“classification token” to the sequence. The illustration of the Transformer encoder was inspired by
Vaswani et al. (2017).




Option 4: add modality information as a bonus/CLS token

O\Q\)§ S_ia

O\ AN S .
‘o)(e > 30;2\6\:;\,&%\
’@+ vé\b: 2O eSO =N
o ¥ <<\\ P \De.“\ya\\g‘
6\ 0 5" &° x$2 ‘\_\“QQ‘\\\\
Q C o < 'ae =) N O S™ Q \
X ‘&o O 2 K7 L O o X\
N -\@ <$ O‘(‘ & ‘Oa,av \ \\
é 0 9 R & < \\( o> ’\Q%.'\ \\ \
g § fb(\ &@ 4'\0 q'() ((\ ((\'\(‘ ,Q(\e (\c_;\(k‘ \\ \
NN ) *‘»‘\\\\
G {11\
R NE AR AN BN
Wifefo & 0«,’0 &x
EAERNE RGN LN DN
N iEde 09 A VN
\\ \E N 0 Q oh :4,,,‘ i
WRITES Ol oM
WS Q..i} TN
BRI S P T
Y < G ?
»\\\‘gs\%“‘? > OX- %‘/ // y
WA RO, 24, ¥
O o L &
Naneie
‘ = \

Image credit: OpenAl
(https://openai.com/index/dall-€/)
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DALL-E: Ramesh et al., 2021

Concatenate text tokens
and image tokens
(encoded with a
discrete VAE) into a
single stream

Also uses CLIP to rank
possible generated
images



Option 5: adaptive layernorm

DiT: Peebles and Xie, 2023

Noise >3

Pointwise
32x32x4 32x32x4 Feedforward
4 4
1

Linear and Reshape ; Scale, Shift
1 1

Layer Norm

Layer Norm :
1 ——

N x DiT Block T

I I Multi-Head

Patchify Embed Self-Attention

1
1,81
| Scale, Shift 4&

1
Noised Timestep t Layer Norm MLP
Latent . — I

Label y itioni
32x32x4 \ Input Tokens Conditioning /

Latent Diffusion Transformer DiT Block with adaLN-Zero

Figure 3: The Diffusion Transformer (DiT) architecture. Left: We train conditional latent DiT models. The input latent
is decomposed into patches and processed by several DiT blocks. Right: Details of our DiT blocks. We experiment with
variants of standard transformer blocks that incorporate conditioning via adaptive layer norm, cross-attention and extra input
tokens. Adaptive layer norm works best.




What? With LayerNorn? Yeah, with LayerNorm.

Scale
Noise D) '
i Pointwise
o0 0 3z><izm 3zxiu4 e

i
Linear and Reshape Scale, Shift
. |

Layer Norm

Layer Norm

def modulate(x, shift, scale): K _
return x * (1 + scale.unsqueeze(1l)) + shift.unsqueeze(1) X DiT Block scae

Mqu-Hsaﬁ
Patchify Embed Self-Attention

'
1 | Scale, Shift
|

class DiTBlock(nn.Module):

+ £ Noised Timestep ¢ Layer Norm
def init__(self): Latent 0
32x32x4 Labely Input Tokens Conditioning

self.adalLN_modulation = nn.Sequential( Latent Diffusion Transformer DIT Block with adaLN-Zero
nn.SiLU(),
nn.Linear(hidden_size, * hidden_size, bias=True)

def forward(self, x, c):
shift_msa, scale_msa, gate_msa, shift_mlp, scale_mlp, gate_mlp
X = X + gate_msa.unsqueeze(l) * self.attn(modulate(self.norml(
X = X + gate_mlp.unsqueeze(1l) * self.mlp(modulate(self.norm2(x
return Xx

= self.adaLN_modulation(c).chunk(6, dim=1)
x), shift_msa, scale_msa))
), shift_mlp, scale_mlp))

DiT: Peebles and Xie, 2023



So: lots of options for learning across modalities,
especially when everything is just token soup

A brief and very incomplete tour of ideas: Reality
Learning joint embedding spaces
Concatenation of inputs (early fusion)
Cross-attention

Concatenation of tokens

Layernorm context

abrwDdN
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Models of the macroscopic world

Human

Camera }\

Video

Microphone

Text

“A chaotic and dangerous
roundabout not far from here"

~

Query: What if | go stand

\

in the middle of that
circle?

v



http://www.youtube.com/watch?v=EjxCJfLdzCY
http://www.youtube.com/watch?v=EjxCJfLdzCY

A world model for tumor biology

Modality A

Sensor 1 }\ 2777
\[ Sensor2 Modality B

070007

[ I

Query: Will the tumor go
away if | give this
treatment to this patient?

- 4

Sensor 3 Modality C

00007




Cancer immunology in one slide (sorry, immunologists @)
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The immune system can detect and destroy cancer, but
tumors evolve to hide or suppress immune responses.

Immunotherapy boosts or reactivates immune cells to
target and kill cancer cells more effectively.

We need both 1) new drugs and 2) better ways to target
the right drug to the right patient. So, we need a model
of the tumor-immune world that lets us run realistic
simulations.

[ I

Query: Will the tumor go
away if | give this
treatment to this patient?

(& v




In an ideal world, we just have a simulator of tissue-level
biology of any patient that comes into the clinic

Patient-derived

World Model therapeutic strategy

L

Query
If given Drug X, will

exhausted T cells be
reactivated?




Noetik's huge (and growing) multimodal dataset of cancer biology

1042

Human Lung tumor
specimens

1800

Slides processed

1.5

' Petabyes of multimodal spatial
. data generated

40

. Million cells of spatial
. transcriptomics (> 2 percent of
' all CosMX data)



https://docs.google.com/file/d/1M2lLazGKSp2K0FjhIyoLVjOioxDuSFN2/preview

Noetik is continuously building a massive multimodal dataset of cancer biology

H&E (haematoxylin and eosin)

- Cheap and easy to
acquire; ubiquitous

- Highlights gross
morphology

- Most similar to RGB
images in other ML/CV
contexts

Protein

16-plex
immunofluorescence
panel highlighting
tumor and immune
markers

Spatial Transcriptomics

- 1000-plex
measurement of RNA

- Perfectly aligned to
H&E and Protein

- Richest and most
complicated

Identify mutations in
key genes




Noetik is continuously building a massive multimodal dataset of cancer biology

H&E (haematoxylin and eosin)

- Cheap and easy to
acquire; ubiquitous

- Highlights gross
morphology

- Most similar to RGB
images in other ML/CV
contexts

Protein

16-plex
immunofluorescence
panel highlighting
tumor and immune
markers

Spatial Transcriptomics

- 1000-plex
measurement of RNA

- Perfectly aligned to
H&E and Protein

- Richest and most
complicated

Identify mutations in
key genes




Spatial transcriptomics data are incredibly rich and complex




Spatial transcriptomics data are incredibly rich and complex

NOETIK


https://docs.google.com/file/d/10sYH8XoFFDh71SJtZ6tR7fDfdeMgUT7i/preview

Spatial transcriptomics data are incredibly rich and complex

Multiple “cores” per patient

Thousands of
Thousands genes per cell,

of cells per but sparse
Gene Reads
CD3E 6
CD20 0
KRT19 0

CD8A 7




Masked autoencoding is a flexible and powerful framework for learning world models

N u u
Tokenization . J:;Eiilg . Decoding .
— N — — >
N N a
N N N

Prediction of masked tokens: loss is
computed over masked tokens only

Input

See also Counterfactual World
Modeling by Bear et al., 2023
(https://arxiv.org/abs/2306.01828)

NOETIK



A model that predicts masked gene counts...

Tokenization .

—— 0 — 5 N

Gene | Reads
CD3E 6
CD20 0
KRT19 0
CD8A 7

!

Partial
[\ ERNple]

Partial Masking: replace random M%
of tokens with a learned mask token

idx idx token
0] t, 0] t,
1 t, 1 [MASK]
2 t, 2 t,
3 t, 3 [MASK]
il t4 4 [MASK]

o

Decoding .
——— |
B

N

Prediction of masked tokens: loss is
computed over masked tokens only

NOETIK



At inference time: can provide a “prompt"” and mask out the rest

Decoding -

—- N
B

Predict all masked tokens

Partial
Tokenization - Masking .
—_— —_— II —>

Gene | Reads . . :
idx . Note: the iny |r1format|on available to
CD3E 3 idx token the predictor is the prompt (and of
0 t course, knowleglge qf jthe entire dataset
KRTI9 0 0 0 t, via training)
1 T, 1 t Latent space of this model useful for
! identifying cell type and state.
Prompt: “You 2 [MASK]
are a T cell and Can also run “counterfactuals”, e.g. 'by
. 3 [MASK] asking what rest of genes look like if
not a tumor CD3E is 3x as high.
NOETIK




Not quite "multimodality” but similar: virtual cells embedded in
spatial neighborhoods

N u u
Tokenization . J:;Eiilg . Decoding .
— N — — >
N N a
N N N

Prediction of masked tokens: loss is
computed over masked tokens only

NOETIK



Not quite "multimodality” but similar: virtual cells embedded in
spatial neighborhoods

N u u
Tokenization . J:;Eiilg . Decoding .
— N — — >
N N a
N N N

adaLN, or [cls] token, Prediction of masked tokens: loss is
or cross-attention computed over masked tokens only

How does a cell's spatial
neighborhood influence its
expression?

*e3
X

Expression of spatially-surrounding
“neighbor” cells NOETIK



Not quite "multimodality” but similar: virtual cells embedded in
spatial neighborhoods

Tumor Protein Image Predicted IL7R Expression

Virtual Cell Neighbors

Expression

Predicted Gene

BCeﬁ

Macgophage

NOETIK


https://docs.google.com/file/d/1tzupm2S5xVCiZM1IeLXjT19m52u4xsYR/preview

Not quite "multimodality” but similar: virtual cells embedded in
spatial neighborhoods

Tumor Protein Image Predicted IL7R Expression

Virtual Cell Neighbors

1
1
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Explore for yourself at celleporter.ai

\x CELLEPORTER

Powared by NOETIK

About OCTO-vc

Drop virtual [ & BCell v ]in [ a tumor near a tertiary lymphoid struc...

OCTO-vc Simulated | CD38 expression

Tumor

T Cell ¢

B Cell —
100 pm

Macrophage

Protein H&E

Nearest Neighbors

A | SR & =)

CD38
CXCR5
IGHG1
IGHM
IL10

TOLAA

OCTO-vc Simulated Expression Along Path

DETIK


http://celleporter.ai

Virtual cell predictions depend on 1) prompt and 2) spatial context

Same prompt, different context, different predicted genes

Protein Immunofluorescence Naive CD8 cell gene Activated CD8 cell gene Inhibited CD8 cell gene

Tumor T Cell BCell Macrophage

NOETIK



Virtual cell predictions depend on 1) prompt and 2) spatial context

Different prompt, different context

Protein Immunofluorescence True PD1(all cells) Simulated PD1(Virtual CD4 T Cells) Simulated PD1 (Virtual CD8 T Cells)

Tumor T Cell BCell Macrophage



Using virtual cell predictions to run counterfactual simulations

Effect of Gene 1 Knockout

Mean +/- sem change in GZMK due to knockout

gene 1 |


https://docs.google.com/file/d/1GDa2fWnD-AbYhObA4kOdgln60ztz4dOa/preview

Multimodal learning to impute data

- >

Cheap, ubiquitous Expensive, rare

NOETIK



A multi-modal model that predicts masked gene counts...
conditioned on aligned H&E images

| u |

Tokenization . ,\,,Paa;ﬂi'g . Decoding .

——- i — N — E—

| H N

- - (some ﬁ:rr:?é Z)wasking .

[ adaLN shift and scale } Prediction of masked tokens: loss is

parameters for LayerNorm computed over masked tokens only

Multimodality as disambiguation:
prediction is made more accurate by
adding spatial context from H&E image

i
H&E image centered on the
coordinates of this particular cell NOETIK



You can use this model for “translation” between modalities
B ] B
Tokenization . E M:Slf(lilng .i Decoding .
—- 0 — 0 —> N
B 1 B
B ] n

S - adaLN shift and scale All tokens are predicted
parameters for LayerNorm

All information must come
from the H&E input

H&E image centered on the
coordinates of this particular cell NOETIK



Model accurately predicts expression of genes from H&E alone

H&E




Model accurately predicts expression of genes from H&E alone

H&E

Inference with all genes
masked: prediction depends —
only on H&E input




Model accurately predicts expression of genes from H&E alone

H&E

Inference with all genes

masked: prediction depends —
only on H&E input




Model accurately predicts expression of genes from H&E alone

H&E

Inference with all genes

masked: prediction depends -

only on H&E input




Model accurately predicts expression of genes from H&E alone

H&E Cell Type Assignment Predicted KRT19,
(H&E Overlay) (H&E Overlay)

Cell Type
macrophage
fibroblast
mast
endothelial

nk

pdc

treg

tumor
neutrophil
monocyte
t_cd4_naive
b_cell
t_cd4_memory
mdc
plasmablast
t_cd8_naive
t_cd8_memory

2020090090000 004¢

Predicted KRT19
Expression



Imputation is accurate, moreso for some genes than others

True COL1A1

True KRT19 Smoothed

True KRT19

Pred KRT19
r=-0.11

X

True TCL1A

True TCL1A Smoothed

’
Pred TCL1A
r=0.46

True COL1A1 Smoothed

r
‘ y

Pred COL1A1
r=20.66

Real transcript
detections

Interpolated
transcript
detections

Model prediction



Aside: this capability lets us combine model predictions with LLMs to
build some pretty cool tools!

Cytotoxic T cell activation

Top genes like CD8A, NKG7, and CCL5 are signature markers of cytotoxic T lymphocytes.
Downregulated keratins and epithelial markers suggest a shift away from epithelial lineage
toward immune activity.

Top 5: CD2, NKG7, CCLS. Bottom 5: KRT19, ENO1, KRT18, KRT8, LGALS3BP

MHC Il antigen presentation

B cells or antigen-presenting cells

Immediate early response cells

Activated B cells

Top genes like MS4A1(CD20), CD19, and TNFRSFI3B are B cell-specific activation markers.
Bottom genes include ribosomal and immature lymphoid markers, suggesting a shift to a
mature, activated B cell phenotype.

T cell-rich immune response

Mature plasma cells

Stress-responding epithelial cells

Activated T cells with B cell interaction

CD2, CD69Y, and JUNB are T cell activation markers, while IGKC, IGHG1/2 reflect interaction with
B cells or expression in dual-phenotype cells. The downregulation of MHC | and

immens dnbedin vamas imnline o L Ins nE i ctntne




A system to translate easy-to-acquire data into rich patient

representations that surface therapeutic hypotheses
Tumor Genetics

- EGFR
- KRAS

tsne_y

1000-dimensional
prediction of gene
expression at thousands
of locations inside each
sample (viz: mapping of
first 3 PCs to RGB
space)

t-SNE dimensionality reduction on predicted gene expression

Each dot is one sample from one patient



Embedding spaces produced by billions of simulations recover known biology

Histology Tumor Genetics

- EGFR

.d”. “ o ¥ . KRAS

tsne_y
tsne_y

NOETIK



Noetik is continuously building a massive multimodal dataset of cancer biology

H&E (haematoxylin and eosin)

- Cheap and easy to
acquire; ubiquitous

- Highlights gross
morphology

- Most similar to RGB
images in other ML/CV
contexts

Protein

16-plex
immunofluorescence
panel highlighting
tumor and immune
markers

Spatial Transcriptomics

- 1000-plex
measurement of RNA
expression

- Perfectly aligned to
H&E and Protein

- Richest and most
complicated

Identify mutations in
key genes




Unimodal transformers for cancer biology

Predicting fluorescence image as target

Multiplex Fluorescence

Input Multiplex
Fluorescence Image

Tokenization & Masking

Channelwise
Decoding

VAV A,
| | [

Output Multiplex
Fluorescence Image

NOETIK



Multimodal transformers for cancer biology

Predicting fluorescence image as target

Channelwise
Tokenization & Masking Decoding

e e

Multiplex Fluorescence

[ | [ | |
[ | ) | | | ]
) EEETEE [ | [ |
Input Multiplex [l ] o
Fluorescence Image ] [
EEEEE [ | [ |
[ [ | [ | [ |
EOEN [ | [ |
HEEE [ | a
ENEEE [ | O
[ | | [ | | |
Multimodal Output Multiplex
-+ Transformer Layers Fluorescence Image
T—— I
I Masked Tokens
— I

Sequencing

NOETIK



Multimodal counterfactual simulations: how would prediction change if one of
the input modalities changed?

Channelwise
Tokenization & Masking Decoding

O EEEEEEN CT T I
[ | ENEEEE ENEEEE
) AEEETEN EEETEN AEEETER
Input Multiplex EEEEEN ENEEEN
Fluorescence Image HEEEEEER [ T T 11111
[ | B ] N FEETER > FEENEN
| EEEEEEE EEEEEEE
HOEN EEENEE EEENEE
ar, HEEN EEEEEEw EpEEEEn
R 2, ENEEN ENEEEN ENEEET
@ EEEEEEE EEEEEEE
Multimodal Output Multiplex
-+ Transformer Layers Fluorescence Image
B — .
-~ 1N Masked Tokens
— I

Sequencing N O E —]— | K



Multimodal counterfactual simulations: how would prediction change if one of
the input modalities changed?


https://docs.google.com/file/d/16uNssi4ZHfIrw52M0gIqy9gJDE7zrjPY/preview

Multimodal counterfactual simulations: how would prediction change if one of
the input modalities changed?


https://docs.google.com/file/d/1307RBb1LfN9JPNNICysjtpEo3ErsS4Dk/preview

For more: https://www.noetik.ai/research

Research
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OCTO: A World Model for
Cancer Biology .

Simulating Spatial Biology
with Virtual Cells and
Cellular Systems

as a Data Problem


https://www.noetik.ai/research

Today's topics

1| Multimodal Model Madness
2 | Cracking Cancer con Context

3 | Futuristic figures + Follow-ups




In progress: training on a ton of raw RNA transcript data
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https://docs.google.com/file/d/1_qZr4LVa_zjMS784W9whK-CzIQ1Xql8a/preview

On the biology of a large multimodal model for biology

Concept
May 13 on the BIOIOgy Of a Large Language Model [In_ Epithelial-to-mesenchymal transition signature v
Summary: Mixed epithelial and i genes indi EULE y signaling.
Person]

Top 20: ADGRF1, DUSP6, CLDN4, EGFR, IER3, RAC1, S100A6, MET, TNFRSF12A, CDH1, TNFRSF21, ITGA3, EFNAS, PPIA, EPCAM, SDC1, IF127, KRT19, TNFRSF14, DDR1
Bottom 20: CD28, RAMP2, CTLA4, NCR1, IL33, NOD2, TNFRSF4, ADGRA2, IL12RB1, IL7R, COL16A1, FYN, COL15A1, ACKR3, TCF7, DCN, FGF7, TWIST1, CD3G, ICOS

Speaker: Josh Batson (Anthropic) T - -

Top 5 Cores Containing "Epithelial-to-mesenchymal transition IS

signature“ Pretty

Scan_20230823_191021 01x19x00858_row3_col7
ldng Adenocarcinoma

Concept 2

Lowest: ACKR1, LAMP3,

CEACAM1, EGF, CUZD1,

LYN, DUSPQ, ADH]B, &an,zomxzqmlngz:ggﬁgz;x::&n“e;meuom
NANOG, CCR2

Highest: COL11AT, LUM,
FN1, COL5A2, COLBAS,
COL3A1, COLS5A1, COL1A2,

COL1AT, THBS?
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On the biology of a large multimodal model for biology

Fibroblast and ECM activation

Innate immune activation and
phagocytosis

Monocyte and dendritic cell
activation

Cell proliferation and mitosis

Plasma cell and immunoglobulin

production

Immune cell chemotaxis and
signaling

T cell activation and
chemokine signaling

B i
. o8

Interferon response and

Epithelial interferon response antiviral defense

Antigen presentation and
interferon signaling

%

Cytokine response and T cell
trafficking

174,

Epithelial-to-mesenchymal

Cytotoxic lymphocyte signature transition signature

Cell stress response and
metabolism

Plasma cell and adaptive
immunity

Inflammatory epithelial
secretory program




Toward massive multimodal transformers for cancer biology
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A world model for tumor biology

Sensor 1

Cancer
Biology

Sensor 2

~

Query: Will the tumor go
away if | give this
treatment to this patient?

\ v

Transcriptomics




Thank you!

noetik.ai
eshed.margalit@noetik.ai

eshedmargalit.com
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