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What I assume about you:
- youʼre interested in research on novel transformer architectures and 

training tasks

- youʼre curious about “real-world” applications of transformers, including 
those beyond LLMs

- youʼre familiar with the basics of transformers and ML

- you are not familiar with cancer immunology, but think curing cancer 
would be neat



What you should know about me

- background in computational 
neuroscience, computer vision, 
and visual cortex @ Stanford

- broadly interested in 
understanding how complex 
biological systems are 
assembled, how they function, 
and how they break



ML @ Noetik

Daniel Bear Jake Schmidt Michela Meister

Ryan Huang Yubin Xie Eshed Margalit

https://docs.google.com/file/d/1EBHOqCUir6TsEaYdye1B0rjj-HgSdho1/preview


How the next 60 minutes are probably going to go
- Iʼm going to try to convince you that 1) there s̓ a lot 

of very exciting and creative work to be done with 
multimodal transformers, and 2) that cancer 
biology is a fantastic place to do basic ML research

- Ok and for bonus points: 3) that weʼre making 
meaningful progress in understanding cancer 
biology @ Noetik

- Interruptions for clarifying questions strongly 
encouraged, but please hold larger/philosophical 
questions for the end
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A unifying goal in AI research is to build ‘world modelsʼ

The 
World

Sensory Data / 
Observations

World 
Model

Actions

Operational definition: a world model is a system that can simulate the 
future state of the world conditioned on existing state and actions



The world is perceived in multiple modalities, and the best 
agents will reason about all of them

The 
World

Camera

Video

Microphone Audio

Human Text
“A chaotic and dangerous 

roundabout not far from here”

Query: What if I go stand 
in the middle of that 

circle?

http://www.youtube.com/watch?v=EjxCJfLdzCY
http://www.youtube.com/watch?v=EjxCJfLdzCY


Multimodal learning refers to the fusion of, or translation between, different modalities

The 
World

Camera

Video

Microphone Audio

Human Text
“A chaotic and dangerous 

roundabout not far from here”

http://www.youtube.com/watch?v=EjxCJfLdzCY
http://www.youtube.com/watch?v=EjxCJfLdzCY


Multimodality as translation

Modality A
e.g. images

Modality B
e.g. text



Multimodality as translation vs. disambiguation

Modality A
e.g. images

Modality B
e.g. text Reality



Multimodality as translation

Emphasis on unified 
representation of samples 
across modalities: all of the 
image content should reflect all 
of the text content

Modality B
e.g. text

Modality A
e.g. images



Multimodality as disambiguation

Reality

There can be information in one 
modality that does not exist in 
the others, and we want to 
learn about the underlying 
world by combining both.



Multimodality as disambiguation

Example: you approach a 
building and see everybody 
running out of it.

Scenario 1: you hear a fire 
alarm going off inside

Scenario 2: you hear an 
announcement behind you that 
there s̓ free boba for the first 10 
students to claim it



How does multimodal learning actually work?

A brief and very incomplete tour of ideas:

1. Learning joint embedding spaces

2. Concatenation of inputs

3. Cross-attention

4. Concatenation of tokens

5. Layernorm context 



How does multimodal learning actually work?

A brief and very incomplete tour of ideas:

1. Learning joint embedding spaces (late fusion)

2. Concatenation of inputs (super-early fusion)

3. Cross-attention (mid-fusion?)

4. Concatenation of tokens (early-ish fusion?)

5. Layernorm context (early-ish fusion?)



Option 1: encourage similar embeddings from different modalities

CLIP: Radford et al., 2021



ImageBind: Girdhar et al., 2023

All encoders are transformers

Spiritually similar to CLIP, but with 
many contrastive pairs

Option 1: encourage similar embeddings from different modalities



Option 2: concatenate inputs directly

● Not very common

● Requires that modalities have 
some shared dimensions (e.g. 
spatial dims)

● Sort of “extremely early” fusion

RGB 3D Depth 1D

RGB-D dataset: 
https://rgbd-dataset.cs.washington.edu/



Option 3: cross-attention
Lu et al., 2019

MulT: Tsai et al., 2019



Reminder: single-modality self-attention

x
(B, N, D)



Reminder: single-modality self-attention

x
(B, N, D)

Q
(B, N, D)

K
(B, N, D)

V
(B, N, D)

linear



SDPA

head_dim = D / H

# scale q by sqrt(dim)
q = q * sqrt(head_dim)

# compute token-to-token attn
attn = q @ k.transpose(-2, -1) 
attn = attn.softmax(dim=-1)

# scale values v by attn
return attn @ v

Reminder: single-modality multi-head self-attention

x
(B, N, D)

Q
(B, N, C)

Q
(B, N, C)

Q
(B, N, D / H)

Q
(B, N, C)

Q
(B, N, C)

K
(B, N, D / H)

Q
(B, N, C)

Q
(B, N, C)

V
(B, N, D / H)

Q
(B, N, C)

Q
(B, N, C)
Qnormed

(B, N, D / H)

Q
(B, N, C)

Q
(B, N, C)
Knormed

(B, N, D / H)

SDPA proj dropout

linear

norm



Cross-attention: queries from one stream, keys/values from the other

x
(B, N, D)

Q
(B, N, C)

Q
(B, N, C)

Q
(B, N, D / H)

Q
(B, N, C)

Q
(B, N, C)

K
(B, N, D / H)

Q
(B, N, C)

Q
(B, N, C)

V
(B, N, D / H)

Q
(B, N, C)

Q
(B, N, C)
Qnormed

(B, N, D / H)

Q
(B, N, C)

Q
(B, N, C)
Knormed

(B, N, D / H)

SDPA proj dropout

linear

norm

y
(B, N, D)

Lu et al., 2019



Option 4: add modality information as a bonus/CLS token

ViT: Dosovitskiy et al., 2021

Iʼll show an example of 
how this might work for 
an input (instead of 
discrete label) later – for 
now just imagine you 
have some other NN 
encoder pushing input 
from another modality 
into a single token



Option 4: add modality information as a bonus/CLS token

DALL-E: Ramesh et al., 2021

Concatenate text tokens 
and image tokens 
(encoded with a 
discrete VAE) into a 
single stream

Also uses CLIP to rank 
possible generated 
images

Image credit: OpenAI 
(https://openai.com/index/dall-e/)



Option 5: adaptive layernorm
DiT: Peebles and Xie, 2023



What? With LayerNorn? Yeah, with LayerNorm.

DiT: Peebles and Xie, 2023



So: lots of options for learning across modalities, 
especially when everything is just token soup

A brief and very incomplete tour of ideas:
1. Learning joint embedding spaces
2. Concatenation of inputs (early fusion)
3. Cross-attention
4. Concatenation of tokens
5. Layernorm context

Reality
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Models of the macroscopic world

The 
World

Camera

Video

Microphone Audio

Human Text
“A chaotic and dangerous 

roundabout not far from here”

Query: What if I go stand 
in the middle of that 

circle?

http://www.youtube.com/watch?v=EjxCJfLdzCY
http://www.youtube.com/watch?v=EjxCJfLdzCY


A world model for tumor biology

Cancer 
Biology

Query: Will the tumor go 
away if I give this 

treatment to this patient?

Sensor 1

Modality A

Sensor 2

Sensor 3 Modality C

??????

??????

Modality B

????



Cancer immunology in one slide (sorry, immunologists 😬)

- The immune system can detect and destroy cancer, but 
tumors evolve to hide or suppress immune responses.

- Immunotherapy boosts or reactivates immune cells to 
target and kill cancer cells more effectively.

- We need both 1) new drugs and 2) better ways to target 
the right drug to the right patient. So, we need a model 
of the tumor-immune world that lets us run realistic 
simulations.

Query: Will the tumor go 
away if I give this 

treatment to this patient?



In an ideal world, we just have a simulator of tissue-level 
biology of any patient that comes into the clinic

World Model

Query
If given Drug X, will 

exhausted T cells be 
reactivated?

Query
If given Drug X, will 

exhausted T cells be 
reactivated?

Query
If given Drug X, will 

exhausted T cells be 
reactivated?

Patient-derived 
therapeutic strategy



Noetikʼs huge (and growing) multimodal dataset of cancer biology

https://docs.google.com/file/d/1M2lLazGKSp2K0FjhIyoLVjOioxDuSFN2/preview


Noetik is continuously building a massive multimodal dataset of cancer biology

H&E (haematoxylin and eosin)

- Cheap and easy to 
acquire; ubiquitous

- Highlights gross 
morphology

- Most similar to RGB 
images in other ML/CV 
contexts

Protein

- 16-plex 
immunofluorescence 
panel highlighting 
tumor and immune 
markers

Spatial Transcriptomics
- 1000-plex 

measurement of RNA

- Perfectly aligned to 
H&E and Protein

- Richest and most 
complicated

Genetic Sequencing

- Identify mutations in 
key genes



Noetik is continuously building a massive multimodal dataset of cancer biology

H&E (haematoxylin and eosin)

- Cheap and easy to 
acquire; ubiquitous

- Highlights gross 
morphology

- Most similar to RGB 
images in other ML/CV 
contexts

Protein

- 16-plex 
immunofluorescence 
panel highlighting 
tumor and immune 
markers

Spatial Transcriptomics
- 1000-plex 

measurement of RNA

- Perfectly aligned to 
H&E and Protein

- Richest and most 
complicated

Genetic Sequencing

- Identify mutations in 
key genes



Spatial transcriptomics data are incredibly rich and complex



Spatial transcriptomics data are incredibly rich and complex

https://docs.google.com/file/d/10sYH8XoFFDh71SJtZ6tR7fDfdeMgUT7i/preview


Spatial transcriptomics data are incredibly rich and complex

Gene Reads

CD3E 6

CD20 0

KRT19 0

CD8A 7

… …

Multiple “coresˮ per patient

Thousands 
of cells per 
core

Thousands of 
genes per cell, 
but sparse



Masked autoencoding is a flexible and powerful framework for learning world models

Transformer Backbone

Tokenization
Partial 

Masking Decoding

Prediction of masked tokens: loss is 
computed over masked tokens only

In
pu

t

See also Counterfactual World 
Modeling by  Bear et al., 2023 
(https://arxiv.org/abs/2306.01828)



Tokenization
Partial 

Masking

A model that predicts masked gene counts… conditioned on 
aligned H&E images

Partial Masking: replace random M% 
of tokens with a learned mask token

Gene Reads

CD3E 6

CD20 0

KRT19 0

CD8A 7

… …

Transformer Backbone

Decoding

Prediction of masked tokens: loss is 
computed over masked tokens only

idx token

0 t0

1 t1

2 t2

3 t3

4 t4

idx token

0 t0

1 [MASK]

2 t2

3 [MASK]

4 [MASK]



At inference time: can provide a “prompt” and mask out the rest

Tokenization
Partial 

Masking

Gene Reads

CD3E 3

KRT19 0

idx token

0 t0

1 t1

idx token

0 t0

1 t1

2 [MASK]

3 [MASK]

Prompt: “You 
are a T cell and 

not a tumor”

Transformer Backbone

Decoding

Predict all masked tokens

Note: the only information available to 
the predictor is the prompt (and of 

course, knowledge of the entire dataset 
via training)

Latent space of this model useful for 
identifying cell type and state.

Can also run “counterfactuals”, e.g.  by 
asking what rest of genes look like if 

CD3E is 3x as high.



Transformer Backbone

Not quite “multimodality” but similar: virtual cells embedded in 
spatial neighborhoods

Tokenization
Partial 

Masking Decoding

Prediction of masked tokens: loss is 
computed over masked tokens only



Transformer Backbone

Expression of spatially-surrounding 
“neighbor” cells

Neighborhood 
encoder 

(transformer)

Not quite “multimodality” but similar: virtual cells embedded in 
spatial neighborhoods

Tokenization
Partial 

Masking Decoding

Prediction of masked tokens: loss is 
computed over masked tokens only

adaLN, or [cls] token, 
or cross-attention

How does a cell s̓ spatial 
neighborhood influence its 

expression?



Not quite “multimodality” but similar: virtual cells embedded in 
spatial neighborhoods

https://docs.google.com/file/d/1tzupm2S5xVCiZM1IeLXjT19m52u4xsYR/preview


Not quite “multimodality” but similar: virtual cells embedded in 
spatial neighborhoods



Explore for yourself at celleporter.ai  

http://celleporter.ai


Virtual cell predictions depend on 1) prompt and 2) spatial context 

Same prompt, different context, different predicted genes



Virtual cell predictions depend on 1) prompt and 2) spatial context 

Different prompt, different context



Using virtual cell predictions to run counterfactual simulations

https://docs.google.com/file/d/1GDa2fWnD-AbYhObA4kOdgln60ztz4dOa/preview


Multimodal learning to impute data

Cheap, ubiquitous Expensive, rare



Transformer Backbone

A multi-modal model that predicts masked gene counts… 
conditioned on aligned H&E images

Tokenization
Partial 

Masking Decoding

Prediction of masked tokens: loss is 
computed over masked tokens only

Multimodality as disambiguation: 
prediction is made more accurate by 

adding spatial context from H&E image

H&E image centered on the 
coordinates of this particular cell

H&E-specific 
encoder (ConvNet)

adaLN shift and scale 
parameters for LayerNorm

(some partial masking 
here too)



Transformer Backbone

H&E image centered on the 
coordinates of this particular cell

H&E-specific 
encoder (ConvNet)

You can use this model for “translation” between modalities

Tokenization
Full 

Masking Decoding

All tokens are predicted

All information must come 
from the H&E input

adaLN shift and scale 
parameters for LayerNorm



Model accurately predicts expression of genes from H&E alone



Model accurately predicts expression of genes from H&E alone

Inference with all genes 
masked: prediction depends 

only on H&E input
Pred KRT19 = 0.1



Model accurately predicts expression of genes from H&E alone

Inference with all genes 
masked: prediction depends 

only on H&E input
Pred KRT19 = 2.3
Pred KRT19 = 0.09



Model accurately predicts expression of genes from H&E alone

Inference with all genes 
masked: prediction depends 

only on H&E input
Pred KRT19 = 2.3

Pred KRT19 = 1.8
Pred KRT19 = 0.001



Model accurately predicts expression of genes from H&E alone



Imputation is accurate, moreso for some genes than others

✅ ✅❌

Real transcript 
detections

Interpolated 
transcript 
detections

Model prediction



Aside: this capability lets us combine model predictions with LLMs to 
build some pretty cool tools!



A system to translate easy-to-acquire data into rich patient 
representations that surface therapeutic hypotheses

1000-dimensional 
prediction of gene 

expression at thousands 
of locations inside each 
sample (viz: mapping of 

first 3 PCs to RGB 
space)

t-SNE dimensionality reduction on predicted gene expression 

Each dot is one sample from one patient

Tumor Genetics



Embedding spaces produced by billions of simulations recover known biology

Histology Tumor Genetics



Noetik is continuously building a massive multimodal dataset of cancer biology

H&E (haematoxylin and eosin)

- Cheap and easy to 
acquire; ubiquitous

- Highlights gross 
morphology

- Most similar to RGB 
images in other ML/CV 
contexts

Protein

- 16-plex 
immunofluorescence 
panel highlighting 
tumor and immune 
markers

Spatial Transcriptomics
- 1000-plex 

measurement of RNA 
expression

- Perfectly aligned to 
H&E and Protein

- Richest and most 
complicated

Genetic Sequencing

- Identify mutations in 
key genes



Unimodal transformers for cancer biology
Predicting fluorescence image as target



Multimodal transformers for cancer biology
Predicting fluorescence image as target



Multimodal counterfactual simulations: how would prediction change if one of 
the input modalities changed?



Multimodal counterfactual simulations: how would prediction change if one of 
the input modalities changed?

https://docs.google.com/file/d/16uNssi4ZHfIrw52M0gIqy9gJDE7zrjPY/preview


Multimodal counterfactual simulations: how would prediction change if one of 
the input modalities changed?

https://docs.google.com/file/d/1307RBb1LfN9JPNNICysjtpEo3ErsS4Dk/preview


For more: https://www.noetik.ai/research 

https://www.noetik.ai/research
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In progress: training on a ton of raw RNA transcript data

https://docs.google.com/file/d/1_qZr4LVa_zjMS784W9whK-CzIQ1Xql8a/preview


On the biology of a large multimodal model for biology



On the biology of a large multimodal model for biology



Toward massive multimodal transformers for cancer biology

Sp
at

ia
l S

ca
le

Molecules

Cells

Cell 
Neighborhoods

Tumor 
Micro-environ

ment 

Organ

How should information 
bottlenecks be crafted?

Patient

What should the prediction 
target / task be? 

E.g. in masked 
autoencoding, what is 

masked, and what s̓ the 
masking policy?

RNA Seq

Immunofluorescence

Genotyping

H&E Imaging

IHC



A world model for tumor biology

Cancer 
Biology

Query: Will the tumor go 
away if I give this 

treatment to this patient?

Sensor 1

Immunofluorescence

Sensor 2

Sensor 3
Transcriptomics

H&E



Thank you!
noetik.ai

eshed.margalit@noetik.ai

eshedmargalit.com

eshedmargalit


